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# 并发编程的挑战

并发程序并不一定比串行程序快，这取决于问题的规模以及资源共享等因素；考量并发程序的性能因素主要包括如下：

1. 上下文切换；
2. 资源限制；

## 如何减少上下文切换？

### 无锁并发线程：

锁的使用会引起线程的上下文切换，造成额外的性能损耗，因此尽可能避免使用锁；设计计程序时，尽可能的使线程之间的数据隔离，避免使用锁；可以通过将数据分段、归类，不同线程处理不同类别的数据，减少线程间的数据共享；举例：通过hash算法对数据进行分段取模，不同的线程处理不同段的数据；

### 使用CAS算法

1. Compare And Swap，一种无锁算法，属于乐观锁技术，先获取旧数据进行备份，再根据旧数据计算新数据，最后比较备份&旧数据的值，如果一致，则更新；如果不一致，则说明旧数据发生过改变，不做更新，返回操作失败的消息；
2. 当多个线程同时使用CAS更新同一个变量时，只有其中一个线程能更新变量的值，剩余其它线程均会失败；失败的线程并不会挂起，而是被告知更新失败，能够再次尝试；
3. 自旋CAS，就是线程一致循环尝试CAS，直到操作成功为止；
4. 因为属于乐观锁技术，假设更新的数据无变化，所以对于线程竞争较少的情况，能够具备较好的性能；
5. java的Atomic包中的工具类就是使用CAS实现的；
6. 一般计算机底层架构都支持CAS指令，对于不支持该指令的平台，JVM使用自旋锁实现CAS操作；

### 使用最少线程

根据问题的规模选择合适的线程数，避免大量线程空闲线程处于等待状态；

### 使用协程

在单线程里实现多任务的调度，并在单线程里维护多个任务间的切换；例如：反应堆模式；

## 如何避免死锁？

1. 避免一个线程同时获取多个锁；
2. 避免一个线程在锁内同时占用多个资源，尽量保证每个锁只占用一个资源；
3. 尝试使用定时锁，能够利用超时机制跳出阻塞状态；
4. 对于数据库锁，加锁和解锁需要在一个数据库连接里，否则会出现解锁失败的情况；

# Java并发机制的底层实现原理

Java字节码🡪汇编指令

## volatile的作用

1. 在多处理器开发中保证了变量的可见性；当一个线程修改共享变量时，另一个线程能够读到修改后的变量；
2. 不会引起线程上下文的调度，因此比synchronized更加轻量；
3. 如果一个字段被声明为volatile，java线程内存模型确保所有线程看到这个变量的值是一致的；

## cpu术语

### 内存屏障（memory barriers）

一组处理器指令，用于实现对内存操作的顺序限制；

### 缓冲行（cache line）

CPU高速缓存中可以分配的最小存储单位；处理器填写缓存行时，会加载整个缓存行；

### 原子操作（atomic operations）

不可中断的一个或者一系列操作；

### 缓存行填充（cache line fill）

用来将数据从内存填充到合适缓存中的动作；缓存可以是L1/L2/L3或者全部；

### 缓存命中（cache hit）

如果进行高速缓存行填充操作的内存位置，仍然是下次处理器访问的地址时，处理器从缓存中读取操作数，而不是从内存中读取；

### 写命中（write hit）

当处理器将操作数写回到一个内存缓存的区域时，会先检查这个缓存的内存地址是否在缓存行中；如果存在且有效，则处理器将操作数回写到缓存，而不是直接回写到内存；这个过程称为写命中；

### 写缺失（write misses the cache）

一个有效的缓存行被写入到不存在的内存区域；

## volatile的实现原理

### lock指令

添加volatile的关键字会在编译时，多执行一个lock指令，lock指令的作用如下：

1. 将当前处理器缓存行的数据写回到系统内存；
2. 使cpu中相应数据的缓存地址失效；

|  |  |
| --- | --- |
|  | 注：CPU高速缓存 |
|  | **为了提高性能，cpu中提供了多级缓存，cpu不直接和内存通信，而是先将数据从内存读入到缓存中，然后再与缓存交互；但数据被操作完后，不知道什么时候会被写到内存；lock指令能够使cpu操作缓存数据后，立刻写入到内存中；** |

### **缓存一致性协议**

1. 当cpu将数据写入到内存中后，其余cpu的缓存中可能也缓存了数据，并不知道内存已经更新，导致数据的不一致；
2. 缓存一致性协议保证了cpu各个处理器缓存的一致性；
3. 每个处理器通过嗅探在总线上传播的数据来检查自己缓存的值是不是过期了；当处理器发现自己缓存行对应的内存地址被修改，就会将当前处理器的缓存行设置成无效状态；当处理器对这个数据进行修改操作时，会重新从内存中读取数据到缓存中；

### volatile的实现基础

1. Lock前缀指令会引起处理器缓存写回到内存；处理器执行写回操作需要确保能够独占共享内存；可以通过锁定缓存、锁定总线的方式实现；锁定总线的方式开销较大，通常锁定缓存；缓存锁定，通过锁定共享数据所在的缓存区域，确保处理器独占共享数据；总线锁定，通过锁定整个总线，确保处理器独占共享数据；
2. 一个处理器的缓存回写到内存会导致其它处理器的缓存无效；

### volatile使用优化（通过追加字节提升性能）

高速缓存行是64个字宽，LinkedTransferQueue将单个节点占用内存追加到64个字节，从而保证队列头和队列尾分别处于不同的缓存行，从而保证了volatile关键字不会同时锁定队列头和队列尾；当一个处理器修改队列头时，会锁定队列头所在的缓存行，因为与队列尾不在同一个缓存行，所以不影响其它处理器访问队列尾；从而提升操作效率；

#### 不需要将volatile变量追加到64字节的情况

1. 处理器缓存行不是64字宽；
2. 共享变量不会被频繁的写；不频繁写，则不需要频繁对共享缓存加锁，故追加字节反而带来了性能的消耗；
3. java7+可能会淘汰或者重排列无用字段，故追加字节的方式可能不会生效；